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Abstract

Transfer learning as a new machine learning paradigm has
gained increasing attention lately. In situations where the
training data in a target domain are not sufficient to learn
predictive models effectively, transfer learning leverages aux-
iliary source data from other related auxiliary domains for
learning. While most of the existing works in this area are
only focused on using the source data with the same repre-
sentational structure as the target data, in this paper, we push
this boundary further by extending a heterogeneous transfer
learning framework for knowledge transfer between text and
images. We observe that for a target-domain classification
problem, some annotated images can be found on many social
Web sites, which can serve as a bridge to transfer knowledge
from the abundant text documents available over the Web.
A key question is how to effectively transfer the knowledge
in the source data even though the text documents are arbi-
trary. Our solution is to enrich the representation of the target
images with semantic concepts extracted from the auxiliary
source data through matrix factorization, and to use the la-
tent semantic features generated by the auxiliary data to build
a better image classifier. We empirically verify the effective-
ness of our algorithm on the Caltech-256 image dataset.

Introduction

Image classification has found many applications ranging
from Web search to multimedia information delivery. In the
past, image classification has met two major difficulties.
First, the labeled images for training are often in short sup-
ply, and labeling new images incur much human labor. Sec-
ond, images are usually ambiguous; e.g. an image can have
multiple explanations. How to effectively overcome these
difficulties and build a good classifier therefore becomes a
challenging research problem. While labeled images are ex-
pensive, abundant unlabeled text data are easier to obtain.
This motivates us to find a way to use the abundantly avail-
able text data to help improve the image classification per-
formance.

In the past, several approaches have been proposed to
solve the ‘lack of labeled data’ problem in supervised
learning; e.g. semi-supervised learning methods (Zhu 2009)
are proposed to utilize some unlabeled data under the as-
sumption that the labeled and unlabeled data are from the
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same domain and drawn from the same distribution. Re-
cently, transfer learning methods have been proposed to
use knowledge from auxiliary data in a different but re-
lated domain to help learn the target tasks (Wu and Diet-
terich 2004; Mihalkova et al. 2007; Quattoni et al. 2008;
Daumé 2007). However, a commonality among most trans-
fer learning methods so far is that the data from different
domains have the same feature space.

In some scenarios, given a target task, one may easily col-
lect much auxiliary data that are represented in a different
feature space. For example, suppose our task is to classify
some images of dolphins into ‘yes’ or ‘no’ labels. Suppose
that we have only a few labeled images for training. Sup-
pose also that we can easily collect a large amount of text
documents from the Web. In this case, we can model the im-
age classification task as the target task, where we have a
few labeled data and some unlabeled data. In the target do-
main, the data are both represented in pixels. Also in our
case, the auxiliary domain, or the source domain, is the text
domain, which are unlabeled text documents. Now, we ask:
Is it possible to use the cheap auxiliary data to help imporve
the performance of the image classification task? This is an
interesting and difficult question, since the relationship be-
tween text and images is not explicitly given. This problem
has been referred to as a Heterogeneous Transfer Learning
problem (Yang et al. 2009)'. In this paper, we focus on het-
erogeneous transfer learning for image classification by ex-
ploring knowledge transfer from auxiliary unlabeled images
and text data.

In image classification, if the labeled data are limited,
classifiers trained on the original feature representation such
as image pixels may have very poor performance. A key is-
sue for us to address is to discover a new and improved rep-
resentation, so that high level features such as edges and an-
gles can be used to boost the classification performance. In
this paper, we investigate how to obtain the high-level fea-
tures for image classification tasks from both auxiliary data
that contain both additional images and text documents.. Al-
though images and text are represented in different feature
spaces, they share a latent semantic space when they are re-

"Heterogeneous transfer learning can be defined for learning
when auxiliary data have different features or different outputs. In
this paper, we focus on the ‘different features’ version.



lated, which can be used to provide a better representation
for images. We apply collective matrix factorization (CMF)
techniques (Singh and Gordon 2008) on the auxiliary image
and text data to discover the semantic space underlying the
image and text domains. The traditional version of CMF as-
sumes that correspondence exists between images and text
data, an assumption that may not hold in our problem. To
address this issue, we make use of tagged images that are
available on the social Web, such as Flickr, to construct a
connection between images and text. A semantic space is
then learned to better represent the images.

Our Heterogeneous Transfer Learning for Image Classification

Heterogeneous Transfer Learning for Image Clustering (Yang et. al. 2009)
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Figure 1: Source data used for different transfer learning
algorithms. Self-taught learning only uses unlabeled auxil-
iary images, heterogeneous transfer learning for image clus-
tering uses images and their annotations, while our pro-
posed heterogeneous transfer learning for image classifica-
tion takes all three information sources as inputs.
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Figure 2: Three pictures different in pixel representation, but
have the same the semantic meaning: running.

We illustrate the overall framework in Figure 1. Com-
pared to self-taught learning (Raina et al. 2007), our ap-
proach can not only use the auxiliary images that have the
same feature representation as the source data, but also use a
different feature representation (i.e., text) for transfer learn-
ing. Compared to translated learning (Dai et al. 2008), our
approach can use both labeled and unlabeld auxiliary data to
help improve the target-domain learning performance.

Motivation and Problem Formulation

Before describing our proposed method in detail, we first il-
lustrate a motivating example and give a problem statement.

A Motivating Example

Why can unlabeled text data help improve the classifica-
tion performance of images? We give an illustrative exam-

ple here. As shown in Figure 2, we may have three differ-
ent pictures of people running, and by these pictures alone
we cannot relate them well. As noted before, treating these
images differently increases the sparsity in the image data
and degrades the classification performance. However, sup-
pose that we can find their corresponding tags in social Web
data; e.g., the image C has a tag “track” associated with it,
and image A has “gym” associated with it. By looking at
the words alone, we still cannot connect them. However, by
using some additional auxiliary text documents where these
tags co-occur frequently, we may establish a strong similar-
ity between these tags, and thus a relationship between their
corresponding images. This allows us to find out that the
images in fact share some common semantic level represen-
tations. As a result, we may reduce the data sparsity in the
image domain.

Table 1: Problem formulation

Learning objective| Make predictions on target test images
Target image Training images: X = {x;, y,}

classification Testing images: X* ={x}, y; :“rﬂl
Auxiliary source | Unlabeled annotated images: I={z;, ti}ﬁzl

data Unlabeled text documents: D= {d;}¥_;

Problem Definition

Suppose that we are given a few labeled image data in-
stances X = {x;,y;}"; and some test images X* =
{x7,y; 34 |, where x; € R? is an input vector of image
features and y; is the corresponding label of image 7. Us-
ing “bag-of-words” (Csurka et al. 2004) to represent image
features, we can assume that the feature values are nonneg-
ative. n and m are the numbers of training and testing in-
stances, respectively. In addition, we also have a set of aux-
iliary tagged images I = {z;,t;}!_, and a set of unlabeled
text documents D = {d;}*_,, where each z; € R? is an im-
age instance represented by a feature vector as x;, t; € R”
is its corresponding vector of tags, and & is the number of
tags. For example, if an image z; is annotated by tags o and
B with o, 8 € {1,...,h}, then t; = [0,...,1,...,1,...0] is a
vector of dimensionality i with all zeros and one’s in the
« and B positions. d; € R™ is a document represented by a
vector of bag-of-words, and [ and k are the numbers of auxil-
iary images and documents, respectively. Our goal is to learn
an accurate image classifier f(-) from X, I and D, that can
predict the testing data accurately onto X*; we denote the
classifier as f(X*). We summarize the problem definition
in Table 1. For convenience, we denote Z = {z;}!_, ¢ R'*4
and T = {t;}\_, € R'*" the image features and text tags of
the auxiliary images separately. Furthermore, we abuse the
notation X, X*, Z, and T to represent the data matrices with
instances x;, X}, z; and t; being row vectors in them.

Algorithm Description

In this section, we describe the details of our proposed
method. We first introduce how to build a connection be-
tween the auxiliary images and text data. We then show how
to apply the collective matrix factorization method to learn



high-level features behind the connection. Finally, we de-
scribe how to construct a new feature presentation for target
images, on which standard classifiers can perform well.

Bridging Images and Text

Given a set of auxiliary images Z € R'*¢ with their corre-
sponding tags T € R!*” and a set of unlabeled documents
D e R¥*™ we wish build a connection between images and
text documents. As illustrated in Figure 1, we can construct
a two-layer bipartite graph among the images, tags and text
documents. More specifically, the top layer of the bipartite
graph is used to represent the relationship between images
and tags. Each image can be annotated by tags, and some
images may share one or multiple tags. If two images are an-
notated by shared tags, they tend to be related to each other
semantically. Similarly, if two tags co-occur in annotations
of shared images, they tend to be related to each other. This
image-tag bipartite graph is represented via the tag matrix T.
The bottom layer of the bipartite graph is used to represent
the relationship between tags and documents. If a tag, more
precisely, the text word of the tag, occurs in a document,
then there is an edge connecting the tag and the document.
We use a matrix F € R¥*" to represent the document-tag
bipartite graph, where F;;=1 if there is an edge between the
it" document and the j*" tag, otherwise 0.

Learning Semantic Features for Images

So far, we have built a connection between images and text
through annotating tags. In this section, we learn the se-
mantic features for images by exploiting the relationship be-
tween images and text from the auxiliary sources. Recall that
we have a matrix of images with low-level image features Z
and a relational matrix between images and annotations T.
We first define a new matrix G = Z'T € R¥*" to denote
the correlation between low-level image features and anno-
tations which can be referred to as high-level concepts. Note
that G;; = Zk Zii, - tij, where z;;, > 0 is the value of the ith
visual word in the k" image, and ngz) = Zk ty; is the num-
ber of images that are annotated by the j* tag and whose i*"
visual word is observed at the same time. G; is large when

ny) is large or some of the values of the i*” visual word in

the images with the j** tag annotation are large. This im-
plies that if Gy is large, then the ith image feature and the
j*" tag may have strong correlation.

Motivated by the well-known Latent Semantic Analysis
(LSA) (Deerwester et al. 1990), we proceed to extract the la-
tent semantic features for each low-level image feature. We
accomplish this by a matrix factorization that decomposes
G into latent factor matrices as

G=UV/,

where U € R%*9, V; € R"*9 and g is the number of latent
factors. Each vector u; is a latent semantic representation of
the 7t image low-level feature, and v, j is a latent semantic
representation of ;" tag. Note that the matrix G may be
sparse, resulting in the decomposition on G being imprecise.

The text documents and the tags also define a matrix Fe
REX" We can decompose it as well:

F=WV,,

In the above, W € R¥*9 V, € R"*9. Then, w; can be
treated as a latent semantic representation of a text document
d;,and vo ;j can be treated as a latent semantic representation

of the j** tag. Our motivation is to use the results of the
decomposition on F' to help improve the decomposition on
G, in order to learn a more precise matrix U. Note that if we
can decompose G and F perfectly, then we may get V| =
Vo, because the tags in the two sides should have the same
latent semantic meanings.

Motivated by this observation, we propose to learn the la-
tent semantic representation U by decomposing G and F
jointly with the constraint V1 ='V. This is called collective
matrix factorization (CMF), which was proposed by Singh
and Gordon (2008). It has been shown that when relational
matrices are sparse, decomposing them simultaneously can
give better performance than decomposing them individu-
ally.

Hence, our objective can be written as follows,

Jmin, A HG - UVTH1+ (1—A)HF—WVTH2F+ R(U,V,W),
(D

where 0 < A < 1 is a tradeoff parameter to control
the decomposition error between the two matrix factoriza-
tions, || - ||z denotes the Frobenius norm of matrix, and
R(U,V, W) is the regularization function to control the
complexity of the latent matrices U, V and W.. In this paper,
we define the regularization function as

R(U,V,W) = |[U[[z + % [V[7 + 73 [W]%,

where 1, 72 and 73 are nonnegative parameters to control
the responding regularization terms. In this paper, we set
Nn=7v2=73=1

The optimization problem in (1) is an unconstrained non-
convex optimization problem with three matrix variables U,
'V and W, thus only has local optimal solutions. However,
(1) is convex with respect to any one of the three matrices
while fixing the other two. A common technique for solv-
ing this optimization problem is to fix two of the matrices
and optimize the remaining one iteratively, until the results
converge. The algorithm is summarized in Algorithm 1.

Constructing New Representations

So far, we have described how to learn a semantic view U
for the low-level image features. In this section, we show
how to map target images X to semantic feature space for
image classification. This is accomplished by first trans-
forming each target image x; into its semantic space as
x; =x; U. After constructing a new representation for target
images, we can then train a standard classification model on
{X;,y:}’s. Finally, we can use the model to make predictions

on the test images X*.

Putting it together, our overall heterogeneous transfer
learning algorithm is referred to as HTLIC, which stands for
HTL for Image Classification.



Algorithm 1 Image Semantic View Learning via CMF

Input: A auxiliary image matrix Z with its corresponding
annotation matrix T, a document-tag relational matrix F,
a parameter A\, and the number of latent factors g.

Output: A new representation U for images Z.

1: Compute G = Z'T and randomly initialize matrices
U,Vand W.

2: repeat

3:  Fix U and V, apply conjugate gradient descent
(CGD) (Shewchuk 1994) on (1) to update W;

4:  Fix U and W, apply CGD on (1) to update V;

5. Fix W and V, apply CGD on (1) to update U;

6: until U, V and W are convergent.

Experiments

Our experiments are designed to demonstrate that the effec-
tiveness of exploiting unlabeled text in our heterogeneous
learning algorithm.

Dataset and Processing

We use a benchmark dataset, Caltech-256 (Griffin et al.
2007), as our target images. The auxiliary annotated images
and the text documents are crawled from the online photo
sharing website Flickr and Google search engine respec-
tively.

The Caltech-256 image dataset consists of 256 categories
of images, where each category has hundreds of images. We
randomly selected 19 categories from the 256 categories,
and built (%) =171 pairs of binary classification tasks. The
selected 19 categories and the corresponding number of im-
ages in each category are : tennis-racket (298), american-
flag (299), school-bus (361), cake (96), cd (300), chessboard
(299), greyhound (299), fried-egg (300), dog (359), light-
house (242), llama (300), minaret (300), motorbike (300),
rainbow (300), sheet-music (300), smokestack (300), starfish
(300), watermelon (300), zebra (299).

The auxiliary annotated images from Flickr were crawled
during December 2009. We collected 5, 700 images and
64, 021 related tags, among which 2, 795 tags were distinct.
Each of these tags is a single word. These Flickr images are
relevant to the image categories described above. For exam-
ple, for the image category “dog”, we collect Flickr images
with tags “dog”, “greyhound” or “doggy”. In order to obtain
auxiliary text data, we use the Google search engine to crawl
documents from the Web. For each tag, we search the tag
name via Google search engine and get the first 100 resulting
webpages as the text documents. Each resulting webpage is
treated as an auxiliary document. We collect 279, 500 docu-
ments in total. Note that one can also use other data sources,
e.g., articles and images from Wikipedia. In this paper, we
focus on how to use auxiliary data sources to help on tar-
get image classification tasks. In our experiments, we use
bag-of-words to represent images (Csurka et al. 2004). More
specifically, for the target and auxiliary images from Flickr,
we use SIFT descriptors (Lowe 2004) to identify interest-
ing points. We then use the K-means clustering algorithm to

group all the interesting points into 512 clusters as a code-
book. In this way, each cluster is treated as a feature. For
auxiliary documents and the tags associated to the auxiliary
images, we do stemming on them, and build a tag-document
co-occurrence matrix.

Evaluation and Baseline Methods
We use the prediction accuracy on the test data as our eval-

uation criterion:
Srex- IUF(x1) = 7]
ACC(f, X" Y") = — X~ @
where f is the trained classifier, I is an indicator function.

For each binary classification task, there are hundreds of
images that can serve as the training or testing data. We ran-
domly selected 5 of the images as the training data, and the
rest as test instances. We repeat this 30 times and report
the average results. We use linear Support Vector Machines
(SVMs)? as a base classifier. In all experiments, we set the
trade off parameter C of linear SVMs to 10.

We compare our proposed method with three different
baselines with different feature presentations for image clas-
sification. The three baselines and our proposed method are
summarized as follows,

Orig. This baseline only uses the SIFT image features of
the target images without considering to use any auxiliary
sources to enrich the feature representation.

PCA. In this baseline, we first apply Principal Component
Analysis (PCA) on the auxiliary images to learn some latent
factors, and use the latent factors as features to represent the
target images for classification. This method is also reported
in (Raina et al. 2007), which obtains promising performance
for image classification.

Tag. We implemented the method proposed in (Wang et al.
2009) as another baseline, which builds a text view for target
images by using some auxiliary annotated images. For each
target image, this method finds the K most similar images
from the annotated image set and aggregate all the tags asso-
ciated to these similar images as a text representation. Here,
K is set to 100 in our experiments.

HTLIC. This denotes our proposed method, which uses all
the auxiliary data including annotated images and unlabeled
documents. The parameter setting is discussed in the follow-
ing section.

For each classification task, PCA, Tag and HTLIC use
the same set of annotated images, that are images relevant to
two categories in the task.

Experimental Results

In the first experiment, we compare our method with three
baselines on all the classification tasks. Because of the lim-
ited space, we are not able to report the results of all 171
tasks. To show results on some representative tasks, we first
rank all tasks based on the improvement of HTLIC com-
pared to Orig in terms of classification accuracy. We then se-
lect 4 tasks with largest improvement and 3 ones with small-
est improvement as shown in table 2. Note that the value

2We use LibSVM that is available at http://www.csie.
ntu.edu.tw/~cjlin/libsvm/.



Table 2: Comparison with baselines.

Tasks Orig PCA Tag HTLIC
watermelon vs sheet-music | 64.66 £ 9.99 70.28 £11.33 | 78.13 £14.40 | 85.29 +11.94
fried-egg vs american-flag | 59.19 + 7.80 60.54 £9.28 | 63.70 £12.54 | 78.80 £ 12.21
[fried-egg vs school-bus 65.42 £10.72 | 66.73 £11.01 | 75.58 =14.56 | 83.74 £ 11.88
zebra vs motorbikes 69.95+ 11.74 | 70.55 +£12.37 | 85.74 £ 13.72 | 86.66 4+ 12.32
minaret vs lighthouse 53.67 + 7.62 53.61 +6.18 52.71 £ 7.03 53.32 + 6.38
llama vs greyhound 51.48 £ 7.11 52.65 + 5.58 50.79 + 5.53 51.94 £+ 5.40
cd vs cake 62.85 +£10.45 | 65.20 £ 11.87 | 54.98 +5.33 57.71 £ 8.35
Average 63.1925 67.0312 66.3192 71.5493
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Figure 3: Empirical evaluation of HTLIC.

of improvement can be negative if HTLIC performs worse
than Orig. The last row in the table shows the average results
over all the 171 classification tasks in term of accuracy. In
this experiment, for HTLIC, we set the tradeoff parameter
Ain (1) to 0.85. As we can see from table 2, our proposed
HTLIC, which only uses semantic features to represent the
target image for classification, outperforms other baselines.
This implies that the semantic features learned by our pro-
posed method is powerful for image classification.

In the second experiment, we study the parameter sensi-
tivity of A on the overall performance of HTLIC in image
classification. Figure 3(a) shows the average classification
accuracy of HTLIC over the all 171 image classification
tasks under varying values of A. We can find that HTLIC
performs best and steadily when A falls in the range from 0.8
to 0.95, which implies the jointly decomposition on the aux-
iliary document-tag matrix can indeed help learning a more
precise latent factor matrix U for low-level image features.

In the third experiment, we study the parameter sensitiv-

ity of g, the number of the latent factors in the matrix fac-
torization, on the overall performance of HTLIC in image
classification. Figure 3(b) shows the average classification
accuracy of HTLIC over all image classification tasks un-
der varying numbers of the latent factors g. We can find that
HTLIC performs best when g falls in the range [10 30].

We also analyze the impact of the number of auxiliary
text documents on the overall performance of HTLIC in
image classification. The experimental results are shown in
Figure 3(c). As we can see, when the number of the aux-
iliary documents increases, the performance of HTLIC in-
creases as well, up to a point when the improvement stops.
The reason is that when the number of documents is larger,
the document-tag matrix F' may be denser, which makes the
decomposed matrix V more precise. This results in the de-
composition on G being more precise. However, the im-
provement saturates when the number of documents reach
a certain point (200), after which additional documents are
not useful anymore.



We also vary the number of annotated images in the so-
cial Web. As shown in Figure 3(d), varying auxiliary images
can affect the results for all the methods that use these im-
ages. HTLIC and Tag show improvement with more auxil-
iary images, while PCA improves much slower. We also did
experiments to show how the quality of annotated images
affect the performance of these methods. As shown in Fig-
ure 3(e), when the auxiliary images are gradually substituted
by non-relevant images, which are just random images from
Flickr, the result of HTLIC and Tag have the clear drop,
while PCA is quite stable in its performance. Note that our
method performs close to PCA when there is no relevant
images at all in the auxiliary image set.

The last experiment is to measure the convergence of
the collective matrix factorization algorithm in Algorithm 1.
Figure 3(f) shows the average objective value of Eq. (1) over
30 random initializations when doing the CMF for task wa-
termelon vs sheet-music. As can be seen in the figure, after
10 iterations the objective value converges.

Related Work

Transfer learning emphasizes the transferring of knowledge
across different domains or tasks. For example, Wu and Di-
etteirch (2004) investigated methods for improving SVM
classifiers with auxiliary training data. Raina et al. (2007)
proposed a learning strategy known as self-taught learning
which utilizes irrelevant unlabeled data to enhance the clas-
sification performance. Pan and Yang (2010) surveyed the
filed of transfer learning. Recently, Yang et al. (2009) pro-
posed a heterogenous transfer learning algorithm for image
clustering by levering auxiliary annotated images. We also
aim to levering auxiliary annotated images for target image
classification. The difference between our work and theirs
is that other than using the annotated images, we also try
to utilize unlabeled text data for further boosting the perfor-
mance in image classification. Translated learning (Dai ef al.
2008) utilizes the labeled text data to help classify images,
while in our work the auxiliary text data are unlabeled. Our
work also relates to multimedia area, especially works using
text and image together, e.g. leveraging image content for
Web search (Zhou and Dai 2007). Our work is also related
to works on tagged images, e.g. (Wu et al. 2011).

Conclusions

In this paper, we explore heterogeneous transfer learning for
image classification by using unlabeled auxiliary text to help
learning. We show that the performance of image classifica-
tion can be improved by utilizing textual information and
tagged image data from a social Web. A common semantic
view is established by using text, tags and images via collec-
tive matrix factorization. Experimental results show that our
method outperforms other baselines when the labeled data
in the target domain are short in supply.

In the future, we would like to continue to work on the
other heterogeneous transfer scenario where the training and
testing labels are different in the target domain. We will con-
sider other types of auxiliary data as well as more than one
data source.
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